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ABSTRACT

In this study, we introduce and investigate new subclasses of analytic functions that are closely related to the
generalized Hurwitz-Lerch zeta function. We establish certain inclusion relationships among these classes, and
also consider the application of an associated integral operator within this context.
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1. Introduction and Definitions

The geometric function theory in one complex
variable represents a significant branch of complex
analysis, with a rich history of foundational results.
One of the landmark problems in this field was the
Bieberbach conjecture, proposed in [1], which
remained unsolved for decades until it was finally
proven by the French mathematician de Branges in
[2]. Although the conjecture itself has been resolved,
the field continues to present numerous open
problems that stimulate further investigation.

Linear operators, central to many areas of
mathematics, also play vital roles in applied fields
such as physics, control theory, dynamical systems,
and various engineering disciplines. The theory of
operators finds broad applications, particularly in
solving differential and integral equations. In recent
years, growing attention has been devoted to
exploring differential and integral operators due to
their significance across multiple research domains.
Notably, linear operators serve as essential tools in
the development of analytic function theory.
Numerous researchers have examined subclasses of
analytic functions defined in the open unit disc
through the application of linear operators. Building

on this foundation, the present study aims to define,
extend, and investigate certain linear operators
acting on subclasses of analytic functions.

Let Arepresent the family of analytic functions
given by the expression

f@) =z+ X, a2, 1)
which are analytic in the unit disk

U={z€eC|z| <1}

An integral operator was introduced and studied in
1999 within the context of analytic function theory,
contributing to the development of new subclasses
and their geometric properties.

1,: A - Aas follows:

fo(2) = (1_22)p+1 , (p € Ny) and bef,, (z)defined such
that f,(2) * f, "(2) = 5
Then

7z -1
I,f(z) = [m] * f(2).

We note that I,f(2) = zf(2),I,f(z) = f(z).The
operator 1,is called the Noor integral operator, which
is an important tool in defining several classes of
analytic functions. In recent developments, the Noor
integral operator has demonstrated significant
relevance within the framework of geometric
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function theory [3]. To facilitate the introduction of
a broader class of linear operators, we employ a
generalized form of the Hurwitz—Lerch zeta
function, originally presented by Lin and Srivastava
[4] and defined as follows:

1,1
Fsu(a,s;z) = l/)( )(a,s; z) = Zl?:o@&%k)szk'
Where §,a # 0,—1,—2,...,s € C when|z| < 1and

RS +s—u) > 0,when|z] =1and also

(v)denotes the Pochhammer symbol defined
(1, k=0
W = { VW + 1) (v+k—1),keN={123,..}

Numerous researchers have explored various
applications of the Hurwitz—Lerch zeta function
across different mathematical contexts (see, for
instance, [5], [6]-[9]).

We now define a function as follows:

Gsu(a,s;z) = a*zFs,(a,s; z)

- Z ( a )S k-1,
a+k—1/ Or-1 °
k=1
Also, we define a function Gg(:)(a, $;7)
as follows:

Gsy(a,s; z) * Gg(;l)(a, s;z) = 1= )/1"1 > —1,
Here, we define a linear operator by the Hadamard
product as follows:

Lysuq(a,s,m)f(2) = Gé;‘l)(a, s;2) * (z+ Z([k]q)makzk)
=

k=
-+ T (4 ) Gt @

(Wg—1Dg—1

where [k], = - —1+q+q + -+ g Lo <

q <1 and m € NyNote that when m=s=20
and 6,u € R-{0,-1,-2,...} we obtain Cho-Kown-
Srivastava operator p = 1[10], when 1 = s =0 we
obtain Carlson Shaffer operator[11], when m =
s=A1=0,6=1and u=p+1,p € N, we obtain
Noor integral operator introduced by Noor [12],
when s€Za=2,u=86=1,1=m=0 we
obtain The class of operators was investigated by
Uralegaddi and Somanatha[13], In the particular
case where s is a negative real number and the
parameters take the valuesa=2,u=6 =1,m =
Othe resulting operator coincides with the
multipliertransformation previously studied by Jung
et al.[14], when u=8=1,1=m=0,s = -0 =
0,a > 0, we obtain the integral operator [15], when
u=8=121=m=0,s € Nj,a >0, we obtain
analogously ~ the  multiplier  transformation
introduced by Cho et al. [16], when a=u =48 =
1,A=m =0 and s € N, we obtain the differential
Salagean operator [17], when u =6 =1,s =m =
0,A€ENyu=6=1 we obtain a differential
operator defined by Ruscheweyh [18], and when
uw=236=1and 1 =m = 0 we obtain the Salagean
type q — differential operator [19].

By using the operator L 5, 4(a,s,m)f(z)

We now introduce the following classes of analytic
functions

Definition 1 Let f(z) €A, then f(z)€
Sisuq(a s,m,y) is aclass of functions U if
z(L a,s,m !
‘R{ ( A,S,p_,q( )f(Z)) } > v, Z2EU
LA,S,u,q (arS: m)f(z)

where 0 <y < 1.

Definition 2 Letf(z) €A, then f(z)€

Crs,q(a, s, m,y) is aclass of functions U if

R {1 + Zasng (a,s, m)f (Z)),”} S
(Lzl,é',p.,q (a, S, m)f(Z))

zeU

where0 <y < 1.
Remark: when u=86d=1m=s=1=0, we
have Sg114(a,0,0,y) and Coy;44(a, 0,0,y) was
introduced by Robertson [20].

Definition 3 Let f(z) € A and

g(z) € Sysuq(a,s,my) then f(z) €
K 5,uq(a,s,m,y,B) is class of order fand type y
in,0<y<land0<p<1,if
R {Z(LA,S,u,q (a,s,m)f (Z))’} >

zeU.
LA,S,u,q (a' S, m)g(z)

Remark: when u=6d=1,m=s=1=0, we
have K;;,4(a,0,0,y) was introduced by Libera
[21].
Definition 4 Let f(z)€A andg(z) €
Crspuq(as,my) then f(z) €
K*35uq(as,my,B) is a class of functions of
order Bandtypey inU,0 <y <land0 < g < 1,if
z(L a,s,m)f(z)))
m{( ( A,&,u,q( )f( )),) } > ﬁ' z€U.
(Lzl,é',p.,q (a, S, m)g(Z))

Remark: when u=6=1m=s=1=0, we
have K*11,4(a,0,0,y,8) was introduced by Noor
[22].

Now, we shall establish the inclusion relation. The

following definition and lemmas are needed to
establish our results.

Definition 5 [23] Let f(z) €A and c € N. The
generalized integral operator F.(f):A—> A is
defined by

F(f) =27 [ et f(2)de . ®)
The speC|aI case F;(f)has been previously

investigated in the works of Libera [24] and
Livingston [25]

Lemma 6 [26] Let @ (u,v) € C such that, ¢p: D —
C,D cCx Candu = u, +iu, ,v =v, +iv,
Suppose that ¢ (u, v) satisfies the following:

1. @(u,v)is continuous in D;
2. (1,0) € Dand R{p(0,1)}>1;
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3. R{p(iu,, v,)}< 0 for all (iu,, v,) € Dand
such that v; < —3(1 + u3).

Let h(z) =1+ ¢,z + c,z% + -+ be analytic in U,
such that (h(z),zh'(z)) € Dfor all zeU. If
R{p(h(2),zh'(2))} > 0, then R{h(2)} > 0 forz €
U.

Lemma 7[27] Let w(z) be analytic in U with
w(0) =0, if |w(z)| attains its maximum value on
the circle |z| = r at a point z, € U, then we have
zow'(zy) = kw(zy) , where k > 1.

2. Main results

The following results establish  inclusion
relationships for certain subclasses of analytic
functions defined via the operator
Lysuq(a,s,m)f(z) is as follows:

Theorem 1

SA,S,u,q (a: s,m, Y)

for Ra>1—-y and0 <y < 1.
Proof:  Let f(z) € Sps5uq(a,s,my) and set

Z(LA,S,u,q(avSvm)f(z))’
—y=(1-y)h
Lsna@emra ¥ = A1)

SA,S,u,q (al S + 1: m: V) c

where h(z) =14 ¢z + cz2+ -+ Using the
identity
Z(Ll,ﬁ,u,q(av s, m)f(2)) = aLA,S,u,q(a: s+1m)f(2) -
(a—Dlysuqlas,m)f(2), 4)
we have
Lysuq(as+1,m)f(z) _

L/l,é',p.,q (a: S, m)f(z)
~[(a =Dy + A -], 5)
By applying logarithmic differentiation to Eq. (5)
with respect to z, we obtain:

Z(L/I,S,u,q (a' S, m)f(z)),

Loswa(@smf@ VT ATV
(1 —-y)zh'(z)

(a-D+y+A-ph(2)

Taking u = h(z),v = zh/(2) in (3) as
_ _ (1-yv
ewv)=A-Vut 5o (6)
Consequently, from Eq. (6), it follows that:
1. ¢(u,v)is continuous in

a—1+y
b= (c- 1) e,
y—1
2. (1,0) € Dand R{p(0,1)>1 -y >
0 )1,
3. forall (iu,,v;) € Dandsuchthat v, <
-1 +ud),

R{p(iuy, v1)}
Ra-1+y)A-y)A +ud)

[Ra—1) +7)? + (A = y)*u, +Ja)?]

1 Ra-1+y)(1-V)v1
2 [(Ra-D)+y)?+((1-y)?uz +3a)?]
forRa >1—y,0 <y < 1. Therefore, the function
¢(u,v) satisfies the conditions in Lemma 6.
Then f(2) € Sy 5q(a,s,m,y).
Theorem 2
Casuq(@s+1,my) c Cys,q(as,my)
forRa>1—-yand0<y<1.
Proof: f(2) €EQsuqlas+1my) e
L)L,S,u,q (a!S + l,m)f(z) € C0,1.1.q (a! 0'0' y) d
Lysuq(a,s +1,m)(zf"(2)) € Sp1.14(a,0,0,7) &
z2f'(z) € Sispq(as +1,my) &
zf'(2) € Spsuq(a,s,my) &
L/I,S,M,q (a' S, m)(zf’(z)) € So,l.l.q (a' 0'0' )’) Ad
Z(L/l,(i,u,q (a' S, m)f’(z)) € SO,l.l.q (a' 0'0' ]/) Ad
L)L,S,u,q(a! S, m)f(z) € CO,l.l.q(al 0!0' y) d
Lyspq(as,m)f (2) € Cuspq(as,my)

Inclusion Relations Involving Convex Analytic
Functions

Theorem 3

KA,S,u,q(a' s+1,m, Y, B) c K?\,S,u,q (a' s,m,y, ﬁ)
forRa>1-y,0<B<land0<y<1.
Proof: Let f(2) € Ky 5,,4(a s +1,m,y)and g(z) €
Sasg (a,s + 1,m,y)such

thatR {z(LM,u,q(a,s.m)f(z))’} >B z€U
Ll,é‘,y,,q(arsrm)g(z) ! ’
Now put

Z(L/I,S,u,q (a' S, m)f(z)), _ ,3 —
L/l,é',p.,q (a: S, m)g(z)
(1= P)h(2) (7)

Whereh(z) = 1 + ¢,z + c,z% + ---By using Eq. (5),
we have

_ 2(Lasue(ds + 1, m)f (2))'

L/I,S,M,q ((1' S_-+( 1,m)g(z)
L)L,ts,u,q (a, s+ 11 m) (Zf’(Z))

Lysuq(as+1,m)g(z)

2(Lpsuq(@sm)zf’ (@) +(@a-1)Ly 5 ,q(asm)(zf' (2))
2(Ly,8,p,q(@sm)g(2) +(1-a)Ly 5,y q(a,sm)g(2)

(8)

2(Laspq@smzf’ @) | (a-Diasuq@smef' (@)
L3,6,u,q(@sm)g(2) Ly,5,u,q(asm)g(z)
2(L3,5,u,q(@sm)g(2)’
1 —
Lromqsmem T 1T
Since g(z) € Spsuqa, s +1,m,y) and
Spsuq(as +1,my) € S5, q(a,s,my)
we let
Z(L/I,S,u,q (a' S, m)g(z)),
=y—- (1 -y)H(2)
LA,(S',;/.,q (a: S, m)g(z)

Univ Zawia J Nat Sci2025:2;71-76
http://journals.zu.edu.ly/index.php/UZJNS

73



Afaf A Abubaker

Z(L/l,é,u,q (a,s,m)g(z))'

Lysug (25.m)9(2)
where R{H (2)} > 0 and using Eq. (7). Thus, Eq. (8)
can be written as

=y+@1-y)H(2),

Z(LA,S,u,q (a,s + 1,m)f(Z)), _
Lysuq(a s +1,m)g(z)

2(Ly,5,,q(@smzf! (2)!
” S“qu(a,s,mg(z) Ha-D[B+1-Pr()]

= ©)

y+(1-y)H(2)+(1-a)
Differentiating both sides of Eq. (7) and multiplying
by z, we have
2(L,s,u,q(asm)zf’ (2))

Lispg@sme@ B=Q0Q-p)zh'(2) + (,3 +
1= Ph@).[y + A —y)H@]  (10)

Using Eq. (10) and Eq. (9), we have
2(Lyspq(a s, m)f(2))

- =(1~-Ph(z)+
Lseg@smga P =1 Fh
(1-p)zh'(z)

y+(1-y)H(2)+(a-1) (11)

Takingu = h(z),v = zh'(z) in Eq. (11) as

a-pyv
pw,v) =1 -pBlu taooiang 12
It is evident that the function ¢ (u, v) defined in
D c C x C by Eqg. (12) satisfies conditions (1) and
(2). The werification of Lemma 6 up to this point is
straightforward. To validate condition (3), we
proceed as follows:

R{p(iuy, v)}
[(Ra—D+y+ 1 -hxNIA -y,

T@a—D+y+ A - PhEE + T - (@) +3a)?

[c=D+y+ A -pPhGnIA =LA +ud)

-1
< —
=2
<0,
for Ra >1-y, whereH (z) = hy(x,y) +
ihy,(x,y)and  hy(x,y),h,(x,y) are functions
ofx,y, also RH(z) = h,(x,y) > 0. Then

f(2) € Kysuq(as,my) Thus, the proof is
finished.

Using a similar technique as in Theorem 3, and
taking into account the fact that..f(z) €
K;ﬁ,p_,q(a' s,m, Y) 4 Zf,(Z) € K/l,é‘,p.,q(a: s,m, )/),
The following result is a direct consequence of
Theorem 3.

Theorem4

Kisuq(as+1,my,B) c Kjs,,(asmy,p) for
Ra>1-y0<y<1l and0<B<1.
Theorem 585 .1,5,,4(a,s,M,Y) € Sy 5q{a s, M, ¥)
forA>—-land0 <y < 1.
Proof: Following a similar-approach to that used in
Theorem 2, and utilizing the identity:
Z(LA,ti,p.,q (a, S, m)f(z))' =
1+ A)L/1+1,5,u,q (a,s,m)f (2) — /H‘/L&p_,q (a,s,; m)f (2)

[(c—D+y+ A -h]P?+ A -y)(h(x,y) + Ia)

Thus, the proof is finished.

Theorem 6 Ci+1,5uq(as,my)
Cuspq(@as,my)fora>—-1land0<y<1.
Theorem 7 ”
K;\Jrl,&u,q(a, s,m,y) C K;h&u,q(a, s,m,y) for 1>
-1,0<B<land0<y<1.

Theorem 8

Ki11.500(@5MY) € K5 q(a,5,m )2 >
-1,0<B<land 0<y<1.

Theorem 9
Sas+1q(@ S, M,Y) C Sy5,q(as,my) for RS >
l-yand0<y<1.
Proof: Following a similar approach to that used in
Theorem 2, and employing the identity:
2(Lagpq(a,s,m)f(2)) =
8L sr1q(@s,m)f(2) — (8 — Dl pqe(a s,m)f(2)
Thus, the proof is finished.

Theorem 10
CA,8+1,u,q (a: s,m, Y) c Ck,’d,p.,q(a: s,m, Y) for N6 >
l—-yand0<y<1.

Theorem 11

K)x,8+1,p.,q(a' s,my, B) < Kk,’d,p,q(a' s,my, )B)for
Ro6>1—-vy,0<B<land0<y<1.

Theorem 12

Ky s+1mq(@s,my,B) € K5, 4(a,s,m,y,B) for
RO>1—-vy,0<B<land0<y<1

The remaining theorems can be proved using the
same method, following the approach outlined
above.

For ¢ > —1and f(z) € A. The following theorems
are proved by using the integral operator F.(f)
defined by Eq. (3).

Theorem 13 Letc > —1andf(z) €
S/Lé‘,u,q (al SP ml ]/)i then Fc(f) E SA,5,ﬂ,q (a’ S: m! V)

Proof: From Eq. (12), we have
z(Lyspq(a, s, MF(f)) = (c + DLysuq(a,s,m)f (2)

_CLA,&u,q (ar S, m)Fc (f)r (13)

Set

2(Ly,5,u,q(@.sM)F())’ _ 1+(1-2n)0() (14)
La,s,u,q(asm)F(f) 1-w(z)

Where w(z) is analytic in U, w(0) = 0. Using Eq.
(13) and Eq. (14) we get
Lasuq(@sm)f(z) _ C+1+(1-C-2y)w(2) (15)
Ll,S,p.,q(a'Srm)Fc(f) (C+1)(1-w(2)
Differentiation Eg. (15) with respect to
logarithmically, we obtain

2(Lys (a5, Mf(2) 1+ (1-2y)w(2)

L/l,é,p.,q (a, S, m)f(Z) 1- (JJ(Z)
zw'(2) (1-c-2y)zw'(2) (16)
1-w(z)  c+1-(1-c=2y)w(z)
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Now, we suppose|lw(z)| < 1,z €

U that.Conversely, there exists a pointz, € Usuch

thatlrlniln ||w(z)| = |w(zy)| .Then by lemma 7, we
Z|=|zg

havezyw'(z,) = kw(z,)wherek = 1. Putting z =
zpand w(z,) = e'?in Eq.(16), we have

m{1+(1—27)w(20)} =y, and

1-w(zg)
- {Z(Lmu,q (a,s,m)f (Zo))’} _

Ll,5.ﬂ,q (a, S, m)f(ZO)

B ‘.R{ 2(1 —y)ke'® }
1—-e?®)(c+1-(1—-c—2y)e?)

:m{ —2k(1-y)(c+7) }
(1+c)2+2(c+1)(A—c—2y)cosf+ (1 —c—2y)?

<0,

which contradicts the hypothesis that f(z) €
Sasuq(a s,m,y). Hence |w(z)| < 1 and it follows
from Eq. (14) that F.(f) € Sy 5,4(a,s,m,y).

Theorem 14 Let ¢ > —1.If f(2) € C(a,s,m,y),
then F.(f) € C(a,s, m,y).
Proof:
f €Csuqla s, my) &

zf' € Ssuq(a s, my) & F(zf") €
SA,&.u.q(a'S'm' V) = Z(Fc(f))’ €
SA,&.u.q (a' s,m, V) = Fc(f) €
Crsuq(as,my).

Theorem 15 Let c>-1Iff(z) €
Ky s.uq(a s,my), then F.(f) €
Kﬂ.,(s.u.q (al s,m, V)

Proof: By employing a similar method to that used

in the proof of Theorem 3, and utilizing both

Theorem 13 and the identity given in Eq. (13). The

proof of Theorem 15 has been completed.

By adopting a similar approach, we obtain the
following result:

Theorem 16 Supposec > —1.If  f(z) €
Kf.a,u.q (a,s,m,y), then F.(f) €
K;ﬁ,u,q (ar s,m, ]/)

3. Conclusion

In this paper, A linear operator associated with
certain subclasses of analytic functions involving the
generalized Hurwitz—Lerch zeta function has been
introduced. Several properties of the subclasses
defined through this operator have been
investigated. We conclude that this study, with some
suggestions for future research, one direction is to
study other classes of analytic functions involving
our operator. Another direction would be
constructed on other properties which are yet to be
found, such as Fekete-Szegd "o problems, integral
means for analytic functions with negative
coefficients and convex linear combinations.
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